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Protecting Corporate Assets and the Brand  
in a Digitized, Global Environment


Technology and globalization are reshaping the business 
landscape—enabling companies to extend their reach, 
real-time connectivity, and brand visibility in markets 
around the world. Yet, this digitized, global environment 
also makes it more challenging than ever to protect 
corporate assets and maintain the integrity of the 
organization and its reputation—“the brand.”


Indeed, with supply chains, networked technologies, and 
strategic growth opportunities tightening the interconnection 
of businesses and markets—and cyber attacks growing more 
sophisticated and persistent every day—companies are 
increasingly vulnerable to fraud, misconduct, and compliance 
risk. Coupled with increased government regulation and 
stepped-up enforcement, this new compliance and data-
intensive world poses a host of business challenges  
with implications for corporate strategy, operations, 
compliance, and security.


“Corporate reputations have always been fragile, but they’ve 
never been so vulnerable,” noted one director attending 
KPMG’s Fall Audit Committee Roundtable Series – The 
Business Integrity Challenge: Protecting Corporate Assets and 
the Brand in a Digitized, Global Environment. “When our risk 
management discussions focus specifically on reputation 
risk, the conversation takes on a dramatically different tone. 
What are the biggest risks to the brand? How are they being 
managed? And do we, as a board, need to change what 
we’re doing in light of all the new risks and changes taking 
place out there?”


Engaging 1,500 directors and governance professionals 
in 27 cities, the dialogue and survey findings from  
KPMG’s roundtable series shed light on critical  
governance challenges posed by digitization, globalization, 
increased government regulation, and stepped-up 
enforcement, including how these four “game changers” 
are impacting the board’s oversight practices. Does the 
audit committee—so often the default “risk committee”—
have the time and expertise to oversee major risks beyond 
its core responsibilities?


Four game changers are reshaping the business and 
risk environment and heightening reputation risk. 
For many businesses and boards today, the convergence of 
digitization, globalization, increased government regulation, 
and stepped-up enforcement has brought reputation risk 
to the forefront. Maintaining the integrity of the organization 
and its brand—including protecting corporate assets 
and ensuring the right ethical/compliance culture—is a 
growing challenge. 


Aside from financial reporting risks, most directors and 
senior management surveyed at the roundtables cited 
“cyber breaches—including theft of customer data, 
intellectual property, and nonpublic information”—as the top 
risk to their company’s reputation, followed by “regulatory 
compliance” and “failure of the company’s ethics and controls 
(tone at the top, culture, and excessive risk taking).” One in 
four said they aren’t satisfied that the board understands 
the status of the company’s efforts to manage these top 
reputational risks.
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Top Risks to the Brand
Aside from financial reporting risks, 
what are the most critical risks to 


your company’s reputation?


(Select three)


Cyber breaches


74%
Regulatory compliance risks 
(other than FCPA and other 


anti-bribery laws)


69%
Failure of ethics/control 


environment (tone at top, excessive 
risk taking)


55%
Supply chain risks


40%
FCPA and anti-bribery compliance


26%
Board oversight failure


25%


Managing Reputational Risks 
How satisfied are you that the 


board understands the status of 
management’s efforts to manage the 


company’s top reputational risks?


Satisfied


76%
Not satisfied


24%


Cyber Security Reports
How frequently does your board 


or audit committee receive reports 
from management regarding cyber 


security, including the status of 
management’s efforts to protect the 


company’s critical digital assets?


At least quarterly


20%
Twice a year


17%
Annually


33%
Infrequently or not at all


30%


Cyber security is a top concern as 
companies and boards struggle 
to keep pace with the risks and 
challenges posed by digitization. 
Cyber terrorism, protection of IP, 
data privacy and security, and brand 
reputation in the social media world 
are growing concerns as value 
continues to migrate online, digital 
data becomes more pervasive, 
and malevolent actors—including 
state-sponsored hackers—become 
more sophisticated.1


As highlighted in the roundtable 
discussions, corporations are 
expected to be more open than 
ever before, and employees expect 
access to corporate networks 
through the same mobile devices 
they use in their personal lives. In 
social media communities—Twitter, 
Facebook, LinkedIn, etc.—the 
company “no longer controls its 
brand.” Supply chains are increasingly 
interconnected, and a company’s 
defense against attacks often hinges 
on the security policies of its partners 
and customers.


Cyber security was cited by most 
roundtable attendees as their 
company’s top reputational risk; yet, 
directors expressed concern about 
cyber-risk updates provided by 


management: While nearly 40 percent 
of attendees said their board or audit 
committee receives management 
reports on cyber security at least 
quarterly or twice a year, nearly one-
third said such reporting happens 
“infrequently or not at all.”


While many companies have 
dramatically strengthened their 
cyber security capabilities in the last 
several years, surveys indicate that 
many boards and senior management 
teams have not yet undertaken key 
governance activities to help manage 
cyber risk—such as identifying the 
company’s most critical information 
assets, conducting enterprise-wide 
vulnerability assessments, addressing 
cyber security at the most senior 
levels, and clarifying the role of the 
board and its committees in overseeing 
cyber risk. 2 As a number of roundtable 
attendees noted, “cyber security 
insurance” is becoming more common 
to cover the potentially significant 
costs related to cyber-breaches.


Globalization is a double-edged 
sword, extending the company’s 
reach and elevating its exposure. 
Strategic growth opportunities, 
complex supply chains, emerging 
technologies, social media, and 
other forces continue to tighten the 


1 McKinsey Quarterly, June 2011


2 Carnegie Mellon University CyLab Report – Governance of Enterprise Security, 2012
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International Risks
What risks associated with your 


company’s international operations 
pose the greatest threat to your 


company? (select two) 


(Respondents with 
international operations)


Complexity of managing the 
extended organization


63%
Legal/regulatory compliance, 


including FCPA and other 
anti-bribery laws


53%
Finding and deploying talent


36%
Intellectual property protection


31%
Business interruption 


9%


Monitoring Global 
Compliance Culture


How satisfied are you that your 
board has a good sense of the 


compliance culture – the tone at the 
top and in the middle?


(Respondents with 
international operations)


Satisfied


82%
Not satisfied


18%


interconnection of business and 
markets worldwide. This globalized 
environment poses a host of risks 
across the enterprise—strategic 
(market entry, local competition, 
and exposure to political and 
economic instability); operational 
(finding and deploying talent, and 
managing the extended organization); 
cultural (translating the company’s 
commitment to ethics/compliance 
into the local business culture); and 
compliance (including FCPA and other 
anti-bribery laws).


Of those roundtable participants 
whose companies have international 
operations, most pointed to the 
“complexity of managing the extended 
organization” and “legal/regulatory 
compliance (including FCPA and 
other anti-bribery laws)” as their top 
international concerns. “How are you 
vetting your business partners?” asked 
one roundtable attendee. “What about 
your suppliers’ suppliers? You really 
need to look at the entire extended 
organization.” Government relations 
and the handling of procurement 
issues were also highlighted as key 
international issues requiring the 
board’s attention.


Noting the proliferation of anti-bribery 
laws and initiatives around the world, 
one director said his board’s discussions 
“aren’t limited to FCPA anymore. We 
operate globally, so we talk about 
anti-bribery risks in all shapes and 
jurisdictions.” Others emphasized the 
importance of incorporating compliance 
into the company’s enterprise risk 
management activities, with clear lines 
of responsibility. “Who owns it? And 
is the board providing the right level 
of oversight?”


The vast majority of those roundtable 
attendees whose companies operate 
internationally said they are satisfied 
that the board “has a good sense of 
the company’s compliance culture—
the tone at the top and in the middle.”


Increased government regulation and 
stepped-up enforcement continue to 
raise the stakes on compliance risk. 
From FCPA and other anti-bribery laws 
around the world, to the sheer volume 
and complexity of new regulations 
at every level, to industry-specific 
compliance “hot spots,” navigating the 
global regulatory environment—and 
helping to ensure the effectiveness of 
compliance programs—is a formidable 
challenge. As one director noted, “the 
goal is to get compliance right, without 
getting buried by it.”


Roundtable discussions highlighted 
ways that audit committees are getting 
their arms around the compliance 
challenge, including understanding the 
company’s significant compliance risks 
and hot spots, and whether appropriate 
controls are in place; ensuring robust 
(global) compliance training programs; 
understanding how the effectiveness 
of compliance programs is measured; 
and ensuring regular reports to the 
audit committee/board on compliance 
program assessments and issues.


Monitoring policies impacting a 
country’s economic and investment 
climate, e.g., policies on revenues, 
spending, deficits, and debt – and 
maintaining a watch list of legislative/
regulatory developments potentially 
affecting the company’s compliance 
efforts and business plans were also 
cited as important practices.


Are audit committee agendas 
reaching a tipping point? “Our audit 
committee agenda is exploding,” noted 
one director, echoing a majority of 
roundtable attendees (55%) who said 
it is becoming “increasingly difficult or 
unrealistic” for the audit committee 
to oversee the range of risks on its 
plate. Thirteen percent said their audit 
committee “does not have the time 
or expertise” to oversee major risks 
beyond financial reporting.


Most roundtable attendees said 
their audit committee has oversight 
responsibility for IT risk, legal/regulatory 
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compliance, and/or operational risks, 
as well as the company’s enterprise 
risk management process. Given the 
audit committee’s workload, roundtable 
attendees emphasized the importance 
of concise meeting materials, prioritized 
agendas, and quality discussion (versus 
listening to presentations).


Whether audit committees have 
room on their plates for additional 
oversight responsibilities will depend 
on the company’s size and complexity, 
whether it operates outside the U.S., 
and the scope of the audit committee’s 
current responsibilities. Yet, all boards 
should be considering whether 
the current allocation of oversight 
responsibilities among its committees 
is appropriate. More broadly, is the 
board recalibrating its oversight in light 


of digitization, globalization, and the 
new legal/regulatory environment? 
Does the board have the right 
composition? Have the board’s 
governance and oversight processes 
changed—and advanced—as the 
business environment has become 
more complex? Is there a need for an 
additional committee such as a risk, 
technology, or compliance committee? 


While 14 percent of roundtable 
attendees said their board has already 
formed an additional committee 
(“technology” and “risk” committees 
are the most prevalent), others were 
divided on whether an additional 
committee would improve the  
board’s effectiveness. 


© 2013 KPMG LLP, a Delaware limited liability partnership and the U.S. member firm of the KPMG network of independent member firms 
affiliated with KPMG International Cooperative (“KPMG International”), a Swiss entity. All rights reserved. Printed in the U.S.A. The KPMG 
name, logo and “cutting through complexity” are registered trademarks or trademarks of KPMG International. NDPPS 139815


About KPMG’s Audit Committee Roundtable Series 
Launched in 1999, the Audit Committee Roundtable Series is hosted by KPMG’s Audit 
Committee Institute (ACI) in approximately 30 cities every spring (May/June) and fall (November/
December). Highly interactive and panel-driven, the roundtable sessions bring together audit 
committee members, directors, senior executives, and leaders in governance to discuss 
challenges, emerging trends, and leading practices affecting the oversight of financial reporting 
and related risks. For more information about the Roundtable Series and resources and 
events offered by ACI, visit auditcommitteeinstitute.com, or contact ACI at 1-877-KPMG-ACI or 
auditcommittee@kpmg.com.


Fall Roundtable Locations


Atlanta


Boston


Charlotte


Chicago


Cleveland


Dallas


Denver


Detroit


Fort Lauderdale


Houston


Kansas City


Los Angeles


Minneapolis


Nashville


New York


Orange County, CA


Orlando


Philadelphia


Phoenix


Pittsburgh


Portland, OR


San Francisco


Seattle


Short Hills, NJ


Silicon Valley


St. Louis


Washington, DC


Risks on Audit  
Committee’s Plate


In addition to financial reporting 
and control risk, and oversight 


of external and internal auditors, 
for which categories of risk 


does your audit committee have 
primary oversight responsibility? 


(Select all that apply)


Risk management process


59%
Legal/regulatory compliance (other 


than FCPA/anti-bribery)


56%
IT risk, including cyber security


56%
FCPA and anti-bribery


39%
Global operations


25%
None of the above


6%
Audit Committee’s 
Time & Expertise


Are you satisfied that your audit 
committee has the time and 


expertise to oversee the major risks 
on its agenda in addition to carrying 


out the audit committee’s core 
oversight responsibilities?


Yes


32%
Yes – but increasingly 


difficult/unrealistic


55%
No


13%
Value of Additional Board 


Committee
Would an additional committee—
such as a compliance committee, 


risk committee, or technology 
committee—help improve the 


effectiveness of your board and/or 
audit committee?


Yes


38%
No


50%
Board has already formed an 


additional committee


12%



mailto:auditcommittee%40kpmg.com?subject=






Cyber Alert | January 11, 2013 | Page 1 


Legal Issues with Emerging Active Defense  
Security Technologies
By:  Kim Peretti and Todd McClelland 
Contributors:  Jarrett Elis and Maki DePalo


Introduction
Ten years ago, a typical cybercrime case involved a solo hacker gaining unauthorized access into one or a small number of 
systems for idle curiosity.  The crime was detected quickly (usually by intruder bragging) and fixed with relative ease.  Today’s 
brand of cybercrime, however, has evolved, producing threat groups and actors that are a world apart from the prototypical 
attack of a decade ago.  While some groups and actors are believed to be backed by foreign governments, others are backed 
by organized crime, are acting for a quasi-political purpose (e.g., “hacktivists”) or are entirely independent.  No common set of 
facts or descriptions can be garnered about these groups and individuals since their motives and means vary widely.


These advanced groups have the capability to conduct targeted, well-orchestrated, sophisticated, prolonged and repeat-
ed attacks on businesses and government entities.  These incidents are often not detected until months—sometimes even 
years—after the initiation of the attack, and the response can take days, weeks or months to contain and remediate.  On top 
of this, once the attack is thought to be contained or eradicated, there is no promise that the intruders won’t return.   


Current Technologies and Strategies
Today’s most deployed defensive strategies and technologies, including passive (host-based) countermeasures, have a va-
riety of limitations that substantially limit a company’s ability to identify or take meaningful actions against their assailants, 
creating what is known in the information security industry as the problem of “attribution.” Attribution allows individuals or 
groups to be held responsible for their criminal acts.  It also potentially provides the victim with valuable information about 
the motives and acts of the intruders in their system, and how to get them out and keep them out.  Without attribution, a 
victim is left with few practical means to prevent, with a high degree of confidence, the reoccurrence of a successful attack 
by a determined group or individual.  


Without question, corporate victims are growing increasingly frustrated with the few defensive options at their disposal.  
They are also not satisfied with the new defensive mantra, advocated by the Pentagon and other industry leaders, that com-
panies should act as if and with the assumption that the new “normal” is a state of constant and ongoing infiltration.1  Instead, 
the general approach is to bolster perimeter defenses, harden application security, increase network traffic monitoring, scan 
for malware, respond when something is detected . . . and hope for the best. 


1	 See Joseph Menn, “Hacked Companies Fight Back with Controversial Steps,”  Reuters, June 17, 2012, http:////www.reuters.com/ar-
ticle/2012/06/17/us-media-tech-summit-cyber-strikeback-idUSBRE85G07S20120617 (noting that many large security providers no 
longer advocate that keeping intruders out is paramount.  “Instead, they adopt the more recent line taken by the Pentagon, which is 
to assume that hackers have gotten inside and will again.”).
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Next Generation Defense Technologies
Recognizing the limitations of today’s defensive technologies, new technologies and methods are emerging that are more 
active, cunning and aggressive in defending against attacks and identifying the intruder.  These technologies, however, are 
pushing the bounds of what is commonly understood as “legal.”  Indeed, some emerging technologies have rekindled a 
heated debate around what actions a nongovernmental entity can take on its own to identify the perpetrator, stop an ongo-
ing attack and ultimately protect the entity’s systems.


These new technologies deploy concepts that have been used by governments since the beginning of the spy-counterspy 
business—counterintelligence, and to an extent, counterespionage.2  Preferably3 referred to as “active defense,” but also 
called “strike-back” or “hack back,” these new technologies represent a range of activities such as:


�� honey pots – decoy systems designed to lure intruders to a controlled environment from which to observe their be-
havior;


�� disinformation campaigns and data obfuscation – distributing false information in ways in which the perpetrator is 
likely to obtain it;


�� altering malicious code used in an attack to assist the victim; and


�� offensive cyber hacks into the intruder’s computer to identify stolen digital assets and the intruder.


A Legal Gray Area?
As noted above, there is considerable ongoing debate as to whether an individual or company can legally deploy many of 
these active defense technologies.4  These legal issues are not new, but are resurfacing because of the recent surge in active 
defense security offerings and their expanding use.


The primary federal statute applicable to computer-related offenses is the Computer Fraud and Abuse Act (CFAA).5  The CFAA 
lists seven categories of computer-related offenses, two of which, Sections (a)(2)(C) and (a)(5), are most pertinent to active 
defense technologies.6 


2	 Collectively, these technologies employ mechanisms that both identify, penetrate or neutralize intruder operations and use cyber 
means as the primary tradecraft methodology. See Jason Andress and Steve Winterfeld, Cyber Warfare: Techniques, Tactics and Tools 
for Security Pracitioners, 3945 (2001). 


3	 At least by those who are trying to sell or use these technologies.  The optics for the term “hack back” has obviously negative con-
notations.  


4	 This article does not attempt to address the ethical or legal issues with regard to a government entities’ ability to deploy these same 
technologies.  The U.S. government’s actions to date assume that such means are properly within its powers.


5	 18 U.S.C. § 1030.  The statute was originally enacted in 1984 as part of the Comprehensive Crime Control Act of 1984.  Two years later, 
the statute was amended and enacted as the Computer Fraud and Abuse Act of 1986 and has since been amended eight times, with 
the most recent set of amendments in 2008.  


6	 18 U.S.C. § 1030(a)(2)(C), (5).
	 (a)(2)(C) whoever . . . intentionally accesses a computer without authorization or exceeds authorized access, and thereby obtains . .  


information from any protected computer;
	 (a)(5) whoever
	 (A) knowingly causes the transmission of a program, information, code, or command, and as a result of such conduct, intentionally 


causes damage without authorization, to a protected computer; 
	 (B) intentionally accesses a protected computer without authorization, and as a result of such conduct, recklessly causes damage; or 
	 (C) intentionally accesses a protected computer without authorization, and as a result of such conduct, causes damage and loss.
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In general terms, the CFAA is an anti-trespass law.  A person or company7 who intentionally accesses a computer or who 
knowingly or intentionally causes damage8 to protected computers,9 without authorization, violates the statute and can be 
subject to both criminal and civil recourse.  


Much of the analysis and debate as to whether active defense technologies are prohibited by the CFAA centers on the mean-
ing of the term “authorization.”  Unlike the activities of law enforcement personnel, there is no carve-out in the statute that 
expressly allows private parties to access a third party’s computer for some other legally recognized purpose.  There is abso-
lutely no authorization expressly recognized in the statute for a private party to access a third-party computer for self-defense 
purposes or to identify, pursue or retrieve stolen property.  In addition, while several cases have interpreted the statute in the 
context of prosecuting criminal hackers10 and employees and others who exceed their authorized access to systems,11 none 
have interpreted this statute in the context of a person who is a victim of a hack and deployed active defense technology.  Un-
der a strict reading of this statute, an individual who traces his/her stolen property to a server and accesses the server without 
authorization to view this information would appear to violate the statute.  


Of course, the analysis does not end there.  While the heavy tendency is to view the CFAA in real property terms, applying 
trespass and similar concepts, this statute applies to cyber assets, an entirely different paradigm that requires flexible and 
evolving consideration.  Taking away the real property concepts and considering the policy implications of this law, a num-
ber of interpretation opportunities arise that might allow some of the more questionable active defense technologies.   For 
example, even though there is no Castle Doctrine-type exception in the statute, does a hacker nonetheless implicitly grant 
authorization to a hack back when that person infiltrates a victim’s systems and exfiltrates digital assets?  Is authorization a 
binary concept, for which permission is or is not granted?  If a person truly has control over the code in his/her systems, can 
a tripwire be written and deployed that sends a beacon back to the attacker who steals that code?  Recognizing the many 
potential policy benefits of allowing for limited and targeted active defenses,12 does authorization somehow otherwise arise?   


Today’s typical cyber incident often touches systems located in multiple jurisdictions.  For example, an attacker may be lo-
cated in one country, may use one or more command and control computers in other countries (often being innocent and 
unaware third parties), and may access the victim’s systems in yet another country.  Accordingly, any analysis of active defense 
technologies must take on a global compliance perspective that considers foreign laws and treaties, not to mention the 
possibility of an international incident, regardless of the legality of a given activity.  For example, close to 50 countries have 
signed and/or ratified the Council of Europe’s Cybercrime Convention, which calls for similar criminal offenses to the CFAA.13  


As described above, the current challenges posed by sophisticated threat actors have renewed the ongoing debate on 
whether and to what extent certain activities by the victim may be legally permissible.  The debate largely centers on the 
definition of “authorization” (which is not defined in the CFAA) and its application/interpretation to both data and computers, 


7	 Importantly, the statute excludes from coverage lawfully authorized activities of law enforcement and intelligence agencies.  18 
U.S.C. § 1030(f ).


8	 “Damage” is broadly defined to include “any impairment to the integrity or availability of data, a program, a system, or information.” 
18 U.S.C. § 1030(e)(8).


9	 A “protected computer” includes any computer used in or affecting interstate or foreign commerce, which is easily satisfied if a com-
puter is connected to the Internet.  See U.S. Department of Justice, Prosecuting Computer Crimes, 4, http://www.justice.gov/criminal/ 
cybercrime /docs/ccmanual.pdf.


10	 See United States v. Morris, 928 F.2d 504 (2d Cir. 2001); Sony Computer Entm’t Am LLC v.  Hotz, No. CV11-0167, 2011 WL 347147 (N.D.Cal. 
Jan. 27, 2011); and T-Mobile USA, Inc. v. Terry, 862 F.Supp.2d 1121 (W.D. Wash. 2012).


11	 See Int’l Airport Ctrs, L.L.C. v. Citrin, 440 F.3d 418 (7th Cir. 2006); LVRC Holdings LLC v. Brekka, 581 F.3d 1127 (9th Cir. 2009); and United 
States v. Alfred-Adekeye, [2011] No, 25416 (Can. B.C).


12	 While these questions assume a certain bit of discretion and surgical precision in the hack back activities of the victim, “scorched 
earth” and system-wide disabling strike-backs would seem to exceed the authority in any reasonable interpretation that might im-
plicitly arise.


13	 Council of Europe Convention on Cybercrime, Nov. 23, 2011, http://Conventions.coe.int/Treaty/en/Treaties/Html/185.htm.
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and whether there may be a common law defense of property right, like the Castle Doctrine, available in some forms of “hack 
back” activities.  Private entities considering active defense technologies or activities, however, should be well aware that 
there are no cases to date that have interpreted the CFAA in a manner desirable to those who would engage in such activi-
ties.  While these novel legal theories on how “authorization” could be stretched are compelling (at least from a public policy 
perspective) and remain mostly academic at this point, no company and no individual wants to have their liberty and criminal 
and civil liability hinge on these unproven theories.  Clearly, this is not an area to tread lightly upon.


Conclusion
Companies caught, or that reasonably could be caught, in the unfortunate position of being targeted by sophisticated cyber 
threat actors should embrace the creativity that some of these technologies can afford in protecting their systems and re-
moving the threat.  However, due to the relative uncertainty of some of these technologies, both in and outside the United 
States, we suggest the following in your approach to these new technologies:


�� Don’t assume these technologies are legal.  Just because a company, perhaps even a reputable and established com-
pany, offers the technology, don’t assume it complies with all applicable laws.  You don’t want to be the company or 
the individual a prosecutor chooses to make an example out of for the rest.


�� Remember that what may be legal in the United States is not necessarily legal outside the United States.  Multiple 
legal regimes may apply to your analysis.


�� Involve counsel early, preferably before signing up to the technology, but absolutely before deploying the technol-
ogy.  


�� Make sure to fully understand how a technology works before it is deployed. 


�� Recall that the legal analysis for what the government and its agents can do is a vastly different analysis than what 
private sector companies can do.


While active defense technologies may be compelling complements to today’s passive countermeasures, companies and 
individuals are well advised to pause and seek counsel before plunging into a legally questionable approach.  Our attorneys 
have been counseling both providers and users of these technologies for a number of years.  Our Security Incident Manage-
ment and Response (SIMR) team has many attorneys who are thought leaders in the deployment of active defense technolo-
gies, and other practical and inventive information security practices.  Please contact any of the attorneys below to learn 
more.


Security Incident Management & Response Team Co-Chairs
Kim Peretti | 202.239.3720 | kimberly.peretti@alston.com


Jim Harvey | 404.881.7328 | jim.harvey@alston.com








Data Breach Litigation – A New Frontier:   
Anderson v. Hannaford Brothers Co.
Zachary L. Neal1


Companies and government entities gather and aggregate an ever-increasing amount of consumer data.  This data runs the 
gamut from the seemingly innocuous – like shopping habits – to the sensitive – like social security numbers and account 
numbers.  As these entities gather and store data for their legitimate purposes, instances of unplanned releases of this in-
formation – or data breaches – are on the rise.  And with data breaches come lawsuits from plaintiffs – or putative classes of 
plaintiffs – who fear their personal information may have been compromised. 


The United States Court of Appeals for the First Circuit’s recent decision in Anderson v. Hannaford Brothers Co.2 discusses one 
important aspect of data breach litigation – whether plaintiffs can allege the necessary harm to survive a motion to dismiss.  
Anderson is one of the few instances where a court has concluded that the plaintiffs have alleged the necessary harm, mean-
ing it is an important decision to consider in evaluating potential liability arising from a data breach.  


Before discussing Anderson, this article first provides a general overview of how data breaches occur and why lawsuits tend 
to arise from them.  This article then discusses another threshold issue – whether plaintiffs can establish Article III standing 
when suing in federal courts. If a plaintiff does not have standing, then the issues discussed in Anderson will not come into 
play.  Finally, the article discusses Anderson in detail and explores its implications for future cases.  


In sum, although Anderson will likely encourage even more data breach lawsuits, Anderson also underscores the difficulty 
plaintiffs will have in certifying classes even if they clear the other hurdles discussed in this article. 


Data Breach Causes and Consequences
Data breaches may arise from a number of sources, including:


�� Careless disposal of sensitive information (e.g., a company throws away sensitive information in a Dumpster);


�� Inadvertent loss of sensitive information (e.g., an employee downloads sensitive information to some form of por-
table media and then misplaces that media);


1	 Mr. Neal is a Senior Associate in Alston & Bird LLP’s Litigation and Trial Practice Group, and he is a member of Alston & Bird’s Security 
Incident Management and Response Team.  He is a graduate of the University of Georgia and the University of Pennsylvania Law 
School.  The opinions expressed in this article are Mr. Neal’s and do not necessarily reflect the views of Alston & Bird LLP or its poten-
tial or current clients.


2	  659 F.3d 151 (1st Cir. 2011).
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�� Theft of sensitive information (e.g., an employee’s laptop is stolen from his or her car); and


�� Hacking to obtain sensitive information (e.g., a computer hacker breaches a company’s network and obtains sensitive 
information).


After a data breach occurs, forty-six states require businesses or government entities to report breaches to consumers in 
certain circumstances.  If notification is required, the data breach will become public, which, at least in the case of large data 
breaches, often leads to extensive coverage in both the mainstream media and on the internet.  This publicity, in turn, tends 
to generate lawsuits, which are often brought as class actions in federal court. These suits are likely attractive to plaintiffs’ 
lawyers because – at least in the case of large suits – there are potentially millions of class members.  These class members 
are often sympathetic as almost everyone fears identity theft or other forms of fraud.  And depending on the circumstances 
of the breach, plaintiffs have a number of claims to choose from, including negligence; breach of express or implied contract, 
State unfair and deceptive trade practices act statutes; State data breach notification laws; and the Fair Credit Reporting Act.  


Article III Standing
A threshold issue in most data breach lawsuits is whether plaintiffs have standing to bring claims where they have not yet 
been the victim of identity theft or other fraudulent activity.  In particular, courts have focused on whether plaintiffs have suf-
fered an injury-in-fact where a data breach has occurred but the plaintiffs’ information has not been misused.3  


Circuit courts have split over whether plaintiffs have standing under such circumstances.4  The Seventh and Ninth Circuits 
have been willing to find data breach plaintiffs have standing in certain circumstances even where they do not allege that 
they have been the victim of identity theft or other fraudulent activity.5  The Seventh Circuit, for instance, found data breach 
plaintiffs, who alleged the data breach arose from a sophisticated hacking attack, had standing where no misuse of data was 
alleged but the plaintiffs alleged “a threat of future harm” from potential misuse of their data.”6  Similarly, the Ninth Circuit 
concluded that plaintiffs had standing even though they did not allege data misuse.  One plaintiff, the court found, had 
standing where she claimed “generalized anxiety and stress” as a result of a data breach; other plaintiffs had standing under 
the circumstances where they alleged an increased risk of identity theft.7


Conversely, the Third Circuit has refused to find plaintiffs have standing where their information has not yet been misused.8  
The Third Circuit found that before information accessed in a data breach is misused any harm is speculative because whether 
harm will ever occur depends on the potential future actions of (at least in that case) an unknown party.9  What must be 
shown to establish standing, the court found, are not allegations of hypothetical future harm, but allegations of actual or 
imminent harm.10  The Third Circuit distinguished the Seventh and Ninth Circuit cases discussed above by finding that the 
allegations in both cases suggested more imminent harm.11  The Seventh Circuit case, the court found, involved allegations 
of a “sophisticated, intentional and malicious” hacking attack.12  And in the Ninth Circuit case someone had attempted – but 


3	 Pisciotta v. Old Nat’l Bancorp, 499 F.3d 629, 634 (7th Cir. 2007); Krottner v. Starbucks Corp., 628 F.3d 1139, 1142 (9th Cir. 2010).


4	 Compare Pisciotta, 499 F.3d at 634 (holding such plaintiffs had standing) and Krottner, 628 F.3d 1139, 1142-43 (holding such plaintiffs 
had standing) with Reilly v. Ceridian Corp., 664 F.3d 38, 43-46 (2011) (finding such plaintiffs did not have standing).


5	 Pisciotta, 499 F.3d at 634; Krottner, 628 F.3d 1139, 1142-43.


6	 Pisciotta, 499 F.3d at 634.


7	 Krottner, 628 F.3d 1139, 1142-43.


8	 Reilly v. Ceridian Corp., 664 F.3d 38 (2011).


9	 Id. at 42.


10	 Id. at 43.  


11	 Id. at 44.  


12	 Id. 
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failed – to steal one plaintiff’s identity.13  More importantly, however, neither the Seventh nor Ninth Circuit decisions, the Third 
Circuit found, fully considered constitutional standing requirements as they applied to data breach claims.  The Third Circuit 
thus found the Seventh and Ninth Circuit cases unpersuasive.14   


Thus, at least in some cases, plaintiffs will be able to allege enough facts to establish standing.  Either they will be able to al-
lege actual harm, such as if they have already been defrauded, or their allegations will be enough to establish, at least in some 
court’s view, a great enough threat of future harm to establish standing.


Actual Harm and Anderson v. Hannaford Brothers Co.
Even where plaintiffs can establish standing, they will still be left with the tall task of surviving a motion to dismiss their claims 
based on the argument that they have not alleged sufficient actual harm or damages under their substantive claims.  For 
instance, in both the Seventh and Ninth Circuit cases discussed above, both courts found the plaintiffs had not alleged suf-
ficient actual harm or damages to survive a motion to dismiss.15


In a departure from most other courts, however, the United States Court of Appeals for the First Circuit, in Anderson v. Han-
naford Brothers Co.,16 concluded that Maine law allows plaintiffs to recover certain damages arising from a data breach. In 
Anderson, the plaintiffs brought a class action complaint against Hannaford Brothers Company alleging several causes of 
actions arising from a data breach.17  The data breach arose out of hackers accessing Hannaford’s credit and debit card pro-
cessing system.18  The hackers allegedly stole credit and debit card numbers of 4.2 million Hannaford customers, leading to 
over 1,800 cases of fraud.19 


Reviewing the trial court’s decision partially granting and partially denying Hannaford’s motion to dismiss, the First Circuit 
concluded that the plaintiffs had stated two causes of action under Maine law – breach of implied contract and negligence 
– and could likewise properly claim certain damages under those causes of action.20  In analyzing the damage issue, the 
court focused on so-called “mitigation” damages.21  The court first found under Maine law that damages must be “reasonably 
foreseeable.”22  The court then found that a plaintiff may “recover for costs and harms incurred during a reasonable effort to 
mitigate[]” harm.23  “To recover mitigation damages, plaintiffs need only show that the efforts to mitigate were reasonable, 
and that those efforts constitute a legal injury, such as actual money lost, rather than time or effort expended.”24 


In deciding the plaintiffs had taken reasonable steps to mitigate their potential damages, including paying card replacement 


13	 Id.


14	 Id.; cf.  Katz v. Pershing, LLC, --- F.3d ----, 2012 WL 612793 (1st Cir. Feb. 28, 2012) (finding plaintiff lacked standing where she alleged 
only that a data breach could occur, not that one actually had occurred).


15	 Pisciotta, 499 F.3d at 634 (finding Indiana law “would not permit recovery for credit monitoring costs” under plaintiffs’ negligence and 
breach of implied contract claims); Krottner v. Starbucks Corp., 406 F. App’x 129 (9th Cir. 2010) (holding that plaintiffs had not alleged 
the necessary actual loss or damage to sustain a negligence claim under Washington law because plaintiffs alleged only the possibil-
ity of future harm).


16	 659 F.3d 151 (1st Cir. 2011).


17	 Id. at 153.


18	 Id.


19	 Id.


20	 Id.


21	 Id. at 162.


22	 Id.


23	 Id.


24	 Id.
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fees and buying credit insurance, the court focused on the fact that the case involved a sophisticated hacking attack that 
allegedly led to many fraud cases.25  The court went to great lengths to distinguish data breach cases where no subsequent 
fraud had occurred or where there was no allegation that the data theft was anything other than incidental to the “theft of 
expensive computer equipment.”26 Instead, the court found, in this case, some people had already allegedly been fraud vic-
tims. It was thus foreseeable “that a customer, knowing that her credit or debit card data had been compromised and that 
thousands of fraudulent charges had resulted from the same security breach” would take steps to mitigate her potential 
damages.27 


Although Anderson will likely encourage plaintiffs to file data breach lawsuits, Anderson also underscores the difficulty plain-
tiffs will likely have certifying a class for such claims, particularly a nationwide class.  In Anderson, the First Circuit had to en-
gage in extensive analysis of unsettled state law before concluding plaintiffs had properly alleged damages under a single 
state’s law. The task of deciding whether multiple states’ laws would allow for damages given the particular facts of a case will 
likely prevent plaintiffs from satisfying Federal Rule of Civil Procedure 23(b)(3)’s predominance requirement. Under the pre-
dominance requirement, plaintiffs must show through extensive analysis that any differences in state law are manageable.28 
This will likely prove to be a hard – if not impossible – task where more than a few states’ laws are at issue, especially where 
the law in many states is an issue of first impression or in flux.29


25	 Id. at 164-65.


26	 Id. at 165.


27	 Id. at 164.


28	 Sacred Heart Health Sys., Inc. v. Humana Military Healthcare Servs., Inc., 601 F.3d 1159, 1180 (11th Cir. 2010).


29	 See, e.g., Sacred Heart, 601 F.3d at 1180-83 (district court abused its discretion in certifying a six-state class because the court had 
not engaged in a rigorous analysis to determine what state law variations existed); Kirkpatrick v. J.C. Bradford & Co., 827 F.2d 718, 725 
(11th Cir. 1987) (affirming district court’s denial of a Rule 23(b)(3) multi-state class involving various state statutory and common law 
claims because “the differing standards of liability required by the laws of the various states would render class action treatment 
unmanageable”).







Key Data Breach Jurisdictions: An Analysis
Jim Harvey,* Kristine McAlister Brown, Zach Neal and Kacy McCaffrey


Data breaches – often involving hundreds of thousands and sometimes even millions of individuals’ data – are becoming 
more and more common place as companies, government agencies, and other entities continue to aggregate ever greater 
amounts of personal data.  When a data breach occurs, companies are faced with deciding whether they have to notify the af-
fected individuals about the data breach under various laws, including data breach notification laws in forty-six states, Puerto 
Rico, the District of Columbia, the Virgin Islands, Guam, and New York City.1  


*	 Mr. Harvey is a Partner in Alston & Bird’s IP & Technology Transactions Group, and he co-chairs the firm’s Privacy & Security Group.  
He regularly counsels companies on sophisticated privacy, security, and network intrusion issues.  His practice also involves security 
breach management and response, including everything from notification of the affected individuals, to e-discovery and internal 
investigations and law enforcement issues.


	 Ms. Brown is a Partner in Alston & Bird’s Litigation and Trial Practice Group, and she is the chair of the firm’s Telecommunications & 
Technology, and Privacy Litigation Practice Teams. Ms. Brown focuses her practice on complex commercial litigation, with an empha-
sis on class action, privacy, and antitrust litigation.  Ms. Brown has also defended clients in privacy investigations brought by federal 
and state regulatory agencies.


	 Mr. Neal is a Senior Associate in Alston & Bird’s Litigation and Trial Practice Group.  He regularly represents clients in class actions and 
government investigations, including class action and government investigations involving privacy issues.


	 Ms. McCaffrey is an Associate in Alston & Bird’s Litigation and Trial Practice Group.  She regularly represents clients in class actions 
and government investigations, including class actions and government investigations involving privacy issues.


	 The opinions expressed in this article are the author’s and do not necessarily reflect the views of Alston & Bird LLP, its partners or its 
potential or current clients. 	


1	 Alaska Stat. § 45.48.010 et seq.; Ariz. Rev. Stat. § 44-7501; Ark. Code § 4-110-101 et seq.; Cal. Civ. Code §§ 56.06, 1785.11.2, 1798.29, 
1798.82; Colo. Rev. Stat. § 6-1-716; Conn. Gen Stat. 36a-701b; Del. Code tit. 6, § 12B-101 et seq.; Fla. Stat. § 817.5681; Ga. Code §§ 
10-1-910, -911; Haw. Rev. Stat. § 487N-2; Idaho Stat. §§ 28-51-104 to 28-51-107; 815 ILCS 530/1 et seq. (Illinois); Ind. Code §§ 24-4.9 
et seq., 4-1-11 et seq.; Iowa Code § 715C.1; Kan. Stat. 50-7a01, 50-7a02; La. Rev. Stat. § 51:3071 et seq.; Me. Rev. Stat. tit. 10 §§ 1347 
et seq.; Md. Code Ann. Com. Law § 14-3501 et seq.; Mass. Gen. Laws § 93H-1 et seq.; Mich. Comp. Laws §§ 445.61, 445.72; Minn. Stat. 
§§ 325E.61, 325E.64; Miss. Code Ann. § 75-24-29; Mo. Rev. Stat. § 407.1500; Mont. Code §§ 30-14-1704, 2-6-504; Neb. Rev. Stat. §§ 87-
801, -802, -803, -804, -805, -806, -807; Nev. Rev. Stat. §§  603A.010 et seq., 242.183; N.H. Rev. Stat. §§ 359-C:19, -C:20, -C:21; N.J. Stat. 
56:8-163; N.Y. Gen. Bus. Law § 899-aa; N.C. Gen. Stat §§ 75-60 – 75-65; N.D. Cent. Code § 51-30-01 et seq.; Ohio Rev. Code §§ 1347.12, 
1349.19, 1349.191, 1349.192; Okla. Stat. § 74-3113.1 and § 24-161 to -166; Oregon Rev. Stat. § 646A.600 et seq.; 73 Pa. Stat. § 2303; R.I. 
Gen. Laws § 11-49.2-1 et seq.; S.C. Code § 39-1-90; Tenn. Code § 47-18-2107, 2010 S.B. 2793; Tex. Bus. & Com. Code § 521.03, Tex. Ed. 
Code 37.007(b)(5) (2011 H.B. 1224); Utah Code §§  13-44-101, -102, -201, -202, -310; Vt. Stat. tit. 9 § 2430 et seq.; Va. Code § 18.2-186.6, 
§ 32.1-127.1:05 (effective January 1, 2011); Wash. Rev. Code § 19.255.010, 42.17.31922; W.V. Code §§ 46A-2A-101 et seq.; Wis. Stat. 
§ 134.98  et seq.; Wyo. Stat. § 40-12-501 to -502; D.C. Code § 28- 3851 et seq.; 9 GCA § 48-10 et seq. (Guam); 10 Laws of Puerto Rico 
§ 4051 et. seq.; V.I. Code § 2208; N.Y.C. Code § 20-117.  The four states without notification obligations are Alabama, Kentucky, New 
Mexico and South Dakota. 


	 This article does not discuss breach notification obligations under the Health Insurance Portability and Accountability Act (HIPAA) or 
Gramm-Leach Bliley Act (GLBA).
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These laws – as laws often do – vary widely from jurisdiction to jurisdiction.  But for many organizations facing a data breach 
involving individuals from across the country, if they have to notify under any jurisdiction’s law, they will voluntarily notify un-
der all jurisdictions’ laws.  Organizations take this approach because both regulators and the organization’s customers expect 
– and, indeed, sometimes demand – the organization to notify them of the breach even if not required to do so by law.  In par-
ticular, large breaches, even if only reported in one or a handful of jurisdictions, will likely garner widespread, negative media 
coverage.  For most organizations, then, the critical question will be whether they have to notify under any jurisdiction’s law. 2  


This article focuses on the three jurisdictions – New Jersey, Connecticut, and Puerto Rico – that have a lower “access” notifica-
tion threshold.  In these jurisdictions, companies must notify possibly affected individuals if the company reasonably believes 
an unauthorized person – like a computer hacker – has “access to” or has “accessed” personal information, even if the unau-
thorized person did not actually “acquire” that data.  


In contrast to the “access” standard employed by New Jersey, Connecticut and Puerto Rico, the remaining states and terri-
tories have adopted a higher standard that requires notice only when a consumer’s personally identifiable information has 
been “acquired” or is reasonably believed to have been acquired.  Although the majority of states do not define the key term 
“acquire,” Vermont’s recent statutory amendment adopted guidance put forth by the California Office of Privacy Protection 
regarding how to determine whether data has been acquired.  Vermont previously used the “access” standard for breach 
notifications.  Vermont, however, recently amended its statute to define a security breach as an “unauthorized acquisition 
of electronic data or a reasonable belief of an unauthorized acquisition of electronic data that comprises the security, confi-
dentiality, or integrity or a consumer’s personally identifiable information maintained by the data collector.”3  In determining 
whether data has been acquired under Vermont’s statute, one should consider whether: (i) information is in the physical pos-
session or control of an unauthorized person, (ii) the information has been downloaded or copied, (iii) the information was 
used by an unauthorized person (such as to open a fraudulent account or used in identity theft), or (iv) the information has 
been made public.4  


The lower-threshold “access” jurisdictions of New Jersey, Connecticut and Puerto Rico also fail to provide a definition of the 
key term “access.”  But “access,” when compared to acquire, is clearly a lower standard, meaning someone may have access to 
or have accessed information without actually acquiring the information.   


In sum, when information has not actually been acquired, whether to notify under the “access” standard is a fact-intensive 
inquiry that requires careful analysis and judgment.  This article discusses when notification may be necessary under the ac-
cess standard.  First, however, we discuss common features of breach notification laws and common factual scenarios that 
may give rise to breach notifications obligations to lay the groundwork for analyzing whether notification is necessary under 
the “access” standard.


Breach Notification Laws
Although the particulars of breach notification laws differ in important ways, certain broad themes apply to most of these 
laws.  In general, these laws apply when an unauthorized person accesses or acquires an individual’s unencrypted or unre-
dacted personal information.  Personal information is not consistently defined in the various laws, but, generally speaking, 
personal information includes a person’s name (either first name or first initial and last name) and some additional sensitive 


2	 Texas law originally required any entity that conducted business in Texas to notify any “Texas resident” whose sensitive personal 
information was, or was reasonably believed to have been, acquired by an unauthorized user.  This law was recently amended to 
require any such entity to notify all affected “individuals” regardless of whether they live in Texas—which is a notification require-
ment not found in other state statutes.  The law went into effect on September 1, 2012.  How this broad notification requirement will 
be interpreted in the future remains to be seen. 


3	 9 V.S.A. § 2430(8)(A) (amended and effective as of May 8, 2012). 


4	 See 9 V.S.A. § 2430(8)(C); see also Recommended Practices on Notice of Security Breach Involving Personal Information” at 12, Califor-
nia Office of Privacy Protection, January 2012 (available at http://www.privacy.ca.gov/business/recom_breach_prac.pdf ).
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information, most often including a person’s Social Security number, driver’s license or state identification card number, or a 
financial account number in combination with additional information that would allow access to the account.5


Data breaches can occur in a number of different ways.  While many breaches involve computer or database hackers, a breach 
can also occur by loss or improper destruction of paper records, misplacement or theft of portable electronic storage devices, 
inadvertent exposure of confidential data on a public website, employees accessing or disclosing information outside of their 
authorization, or improper disposal of digital media – to name a few.   


When dealing with an unauthorized intrusion into a computer network, gathering information about the breach itself, the 
hacker’s methods, and the personal information involved are essential steps to the fact intensive inquiry surrounding breach 
notification events.  Understanding where the hacker was on a computer system or database plays directly into the investi-
gation and evaluation as to whether he or she had “access” to sensitive personal information of a consumer, or whether any 
information was actually “acquired.”  Is malware present on the system? Are files missing, moved, or showing evidence of 
capture or exportation?  Do transaction logs provide evidence of a hacker’s activities?  Have all traces of a hacker’s presence 
been forensically removed by the bad actor?  Have passwords been obtained by the bad actor?  These are just a few of the 
questions to be asked when investigating a data breach and assessing notification obligations under the “access” or “believed 
to have been accessed” standard of Puerto Rico, New Jersey, and Connecticut.  


Data breaches are time consuming, expensive to investigate and rectify, and they have the potential to damage a company’s 
reputation.  Determining the source and extent of the breach is essential to notifying the correct individuals and to prevent-
ing future breaches.  


Puerto Rico
Puerto Rico has the lowest notification threshold of any jurisdiction. Puerto Rico’s breach notification statute requires notifica-
tion by any entity that is the owner or custodian of a database that includes personal information of citizens of Puerto Rico 
when that database’s security has been breached.6  A security breach is “any situation in which it is detected that access has 
been permitted to unauthorized persons or entities to the data files so that the security, confidentiality or integrity of the 
information in the data bank has been compromised.”7    


No cases in Puerto Rico interpret the statute or provide insight into the intended definition of “access” or “compromised.”  But 
all uses of either word in the laws and case law in Puerto Rico indicate the typical meaning of the words.8 9  Given this, a court 
would likely look to the dictionary definition of access, which Merriam-Webster’s Collegiate Dictionary defines as “permission, 
liberty or ability to enter, approach, or pass to and from a place . . .” and as the “freedom or ability to obtain or make use of 


5	 Other information, in conjunction with a name, that may be considered personal information, includes, for example, certain medical 
information (e.g., Arkansas, California, Missouri), health insurance information (e.g., California), biometric data (e.g., Iowa, Nebraska, 
North Carolina ), Taxpayer Identification Number (e.g., Maryland), passport number (e.g., North Carolina, Oregon), date of birth (e.g., 
North Dakota), mother’s maiden name (e.g., North Dakota), DNA profiles (e.g., Wisconsin), and work-related evaluations (e.g., Puerto 
Rico).


6	 10 L.P.R.A. § 4052.  


7	 10 L.P.R.A. § 4051.


8	 For example, an act guaranteeing access to information for disabled persons defines the term as “the capability and ability to use 
and receive data and operate technological assistance equipment.”  PR ST T. 3 § 8310.  See also Lopez-Mendez v. Lexmark Intn’l., Inc., 
680 F.Supp.2d 357, 372 (D.P.R. 2010) (party did have “access as an administrator, however, and was therefore able to enter plaintiff’s 
e-mail account”).


9	 A related Act requires a party to “[n]otify the certifying authority and the register authority if his/her electronic signature has been 
compromised by unauthorized third parties or has been unduly used, as soon as he becomes aware.” PR ST T. 3 § 8705 (“Electronic 
Signature Act”). 
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something.”10  A court would likely also look to the dictionary definition of compromise, which the same dictionary defines as 
“to reveal or expose to an unauthorized person esp[ecially] to an enemy.”  If a bad actor has the ability to enter, it also likely 
means the data is compromised because the information has been exposed to the bad actor.  


Thus, under Puerto Rico law, notification is likely necessary if the bad actor had the ability to access the place where personal 
information was stored.  Many questions come into play when analyzing this ability to “access” personal data.  Did the bad 
actor have access or the ability to access the computer?  The entire network?  A particular database?  Specific files or tables 
contained in a database?  Was any information exported from a file or network?  Where—in relation to where the bad actor 
may have had access—was personal information located?  A court or regulator might find notification necessary when an 
unencrypted, non-password protected computer is stolen.  In that case, the bad actor would have the ability to enter the 
computer and the information would also be exposed to the bad actor because he had the ability to enter the computer.  
Similarly, a court or regulator might find notification necessary where a bad actor had access to a particular network or da-
tabase containing personal information, even if there is no evidence that the bad actor actually entered that particular data-
base.  In sum, whether a breach becomes a notification triggering event is a highly fact intensive inquiry requiring a complete 
understanding of the facts.11


New Jersey
New Jersey’s breach notification statute is more complex than Puerto Rico’s statute and allows an entity more flexibility in 
deciding whether notification is necessary.  New Jersey’s breach notification statute defines “breach of security” as “unauthor-
ized access to electronic files, media or data containing personal information that compromises the security, confidentiality 
or integrity of personal information when access to the personal information has not been secured by encryption or by any 
other method or technology that renders the personal information unreadable or unusable.”12  The statute goes on to state 
that any business conducting business in New Jersey “shall disclose any breach of security of those computerized records fol-
lowing discovery or notification of the breach to any customer who is a resident of New Jersey whose personal information 
was, or is reasonably believed to have been, accessed by an unauthorized person.”13  But “[d]isclosure of a breach of security to 
a customer shall not be required under this section if the business or public entity establishes that misuse of the information 
is not reasonably possible.”14 


10	 Two federal statutes, in particular, that use the word “access” or some variant in the computer fraud context may shed light on how 
“access” should be interpreted in the state breach notification context.  See Computer Fraud and Abuse Act (“CFAA”), 18 U.S.C. § 1030 
et seq.; Stored Communications Act (“SCA”), 18 USC § 2701 et seq.  Although neither of these statutes defines the term access, courts 
interpreting the meaning of access under these statutes have defined the term broadly and similarly to the way state courts in this 
article have interpreted the word.  See, e.g., CFAA:  United States v. Morris, 928 F.2d 504, 510-11 (2d Cir. 1991) (adopting, in a CFAA 
case, at least implicitly, the standard of looking for communications that physically entered the computer as evidence of “access”); 
EV Cultural Travel BV v. Explorica, Inc., 274 F.3d 577, 579-82 (1st Cir. 2001) (describing one’s use of a scraper to gather pricing informa-
tion from a competitor’s website as an “access” of that website); Sealord Holdings, Inc. v. Radler, No. 11-6125, 2012 WL 707075 at *7 
(E.D. Pa. Mar. 6, 2012) (finding defendants’ repeated attempts to log on to plaintiff’s computer from various IP addresses constituted 
“access.”); Am. Online, Inc. v. Nat’l Health Care Discount, Inc., 121 F. Supp. 2d 1255, 1272-73 (N.D. Iowa 2000) (defining, in a CFAA case, 
access pursuant to Merriam Webster’s Dictionary as “to gain access to” and “the freedom and ability to make use of something”); 
SCA:  United States v. Smith, 155 F.3d 1051, 1058 (9th Cir.1998) (interpreting the word access in the SCA to mean “being in position to 
acquire the contents of a communication”); Shefts v. Petrakis, No. 10-cv-1104, 2011 WL 5930469 at *4 (C.D. Ill. Nov. 29, 2011) (finding 
that regardless of whether the defendant had read plaintiff’s emails or not, he had put himself in a position to acquire the contents 
of plaintiff’s communications and had therefore “accessed” the account).  


11	 See Kerr, Orin S., Cybercrime’s Scope: Interpreting “Access” and “Authorization” in Computer Misuse Statutes, 78 N.Y.U. L. Rev. 1596, 
1619-628 (2003) (offering additional analysis on what may be deemed “access” from both a virtual and physical reality standpoint).  


12	 N.J. Stat. § 56:8-161.  


13	 N.J. Stat. § 56:8-163(a).  


14	 Id.  The statute also requires that “[a]ny determination shall be documented in writing and retained for five years.”  Id.
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Unlike in Puerto Rico, then, an entity’s duty to notify in New Jersey does not turn on whether the bad actor could access the 
data.  Rather, an entity is only required to notify people if “personal information was, or is reasonably believed to have been, 
accessed” by the bad actor.15   The difference between access and accessed is significant: access can be thought of as having 
the ability to open the door; accessed means the person not only had the ability to open the door but actually opened the 
door.   


New Jersey’s statute, however, cuts back on this distinction some because an entity must also notify affected individuals if 
the entity reasonably believes the bad actor accessed personal information.16  Although no case has interpreted this provi-
sion, New Jersey courts have interpreted what it means to have a reasonable belief in other contexts.  These cases show that 
whether someone has a reasonable belief is judged by an objective reasonable person standard.17  This standard generally 
focuses on what a reasonable person in the defendant’s position would have believed under the circumstances.18  A person’s 
reasonable belief need not be established by direct evidence; circumstantial evidence can be enough to show an objectively 
reasonable belief.19  Indeed, all facts and the totality of the circumstances can be considered.20  


As an example, assume a bad actor has access to a server.  The server itself has hundreds of databases, and a handful of those 
databases contain personal information.  Further assume that no direct evidence indicates that any of the databases with per-
sonal information were actually accessed.  At that point, a reasonable person could conclude that notification is unnecessary 
because only a fraction of the databases contained personal information and no direct evidence indicates those databases 
were accessed.  


A reasonable person, however, could delve further into the issues and consider factors such as the sophistication of the hack-
ers, the hacker’s motivation (if known), the financial value of the personal information in the databases, and whether the bad 
actor had the ability to erase his or her electronic tracks, indicating less importance should be placed on evidence – or lack 
of evidence – of direct access to the database.  For instance, the bad actors and their motives may be known.  If the hackers’ 
identity is known and it is known that they breach systems to simply prove a point, and no direct evidence indicates that they 
accessed the databases in question, then an entity might reasonably conclude it does not reasonably believe the databases 
were accessed.  Conversely, if the bad actors are known for breaching systems and specifically targeting personal information 
for eventual resale, a reasonable entity might conclude notification is necessary.  


Even if an entity reasonably believes information has been accessed, that entity does not have to disclose the data breach “if 
the business or public entity establishes that misuse of the information is not reasonably possible.”21  Again, no case or other 
authority interprets this provision.  And, unfortunately, no other New Jersey case law sheds much light on this provision.


That leaves the language of the statute itself.  As an initial matter, the statute poses a high burden for a company choosing to 
take advantage of this provision:  the company must “establish[]” misuse is “not reasonably possible.”  The “establish” provision 
suggests that the company must marshal convincing evidence, not rely on its subjective beliefs.  The “not reasonably pos-
sible” provision of the statute also suggests an objective standard.  Thus, it will be the entity’s burden to prove that a reason-
able person would believe it is not reasonably possible the accessed information could be misused.


15	 Id. (emphasis added).  


16	 Id.  


17	 E.g., State v. Galicia, 2010 WL 3834828 (N.J. Super. App. Div. Sep. 22, 2010) (applying the objectively reasonable person standard to 
self-defense claim); State v. J.G., 990 A.2d 1122 (2010) (applying the objective reasonable person standard to the priest-penitent 
privilege).  


18	 See State v. Lassiter, 2009 WL 1706005 (N.J. Super. Ct. App. Div. June 19, 2009).  


19	 Guslavage v. City of Elizabeth, 2009 WL 5125017 (N.J. Super. Ct. App. Div. Dec. 30, 2009) (“The qualifier ‘reasonably’ is generally under-
stood to mean rationally supported . . . not actually so[.]”).


20	 J.G., 990 A.2d at 1131; see also State v. Villanueva, 862 A.2d 1195 (N.J. Super. Ct. App. Div. 2004) (“The reasonableness of the belief is a 
jury issue.”).


21	 N.J. Stat. § 56:8-163(a).  
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Despite this high standard, an entity could argue that unless the entity reasonably believes the data was acquired – as op-
posed to merely accessed – misuse is not reasonably possible.  After all, if the bad actor accessed a large data base containing 
records for hundreds of thousands or millions of customers, the bad actor could likely not misuse this information unless it 
was actually acquired and exported.  This is so because the bad actors could not likely reasonably absorb the information in 
the database by merely viewing the database, meaning they could not misuse the information in the future.  Where the data 
was actually acquired, however, it will be hard to take advantage of this exception.


Connecticut
Connecticut’s breach notification statute is similar in relevant respects to New Jersey’s statute.  Connecticut’s breach notifica-
tion statute defines “breach of security” to mean “unauthorized access to or acquisition of electronic files, media, databases 
or computerized data containing personal information when access to the personal information has not been secured by 
encryption or by any other method or technology that renders the personal information unreadable or unusable[.]”22  Any 
person conducting business in Connecticut “shall disclose any breach of security following the discovery of the breach to any 
resident of this state whose personal information was, or is reasonably believed to have been, accessed by an unauthorized 
person through such breach of security.”23  But “[s]uch notification shall not be required if, after an appropriate investigation 
and consultation with relevant federal, state and local agencies responsible for law enforcement, the person reasonably de-
termines that the breach will not likely result in harm to the individuals whose personal information has been acquired and 
accessed.”24  


The first question under Connecticut law, then, is if the entity’s “personal information was, or is reasonably believed to have 
been, accessed by an unauthorized person.”  Again, no case law interprets this provision. 25  Connecticut courts, however, 
have interpreted what “reasonably believed” or “reasonably believes” means in other contexts.  In general, courts have found 
that such language creates an objective standard.26  This means that the person’s reasonable belief will be judged from the 
perspective of a reasonable person with the same information.27  


As discussed in relation to New Jersey’s breach notification statute, reasonable people could reach different conclusions 
regarding whether bad actors accessed information depending on the circumstances of the data breach.  Thus, Connecticut 
law is similar to New Jersey law in this respect.


22	 Conn. Gen. Stat. § 36a-701b(a).  


23	 Conn. Gen. Stat. § 36a-701b(b).  


24	 Id.  


25	 One Connecticut case has rejected a claim that a company had to notify anyone regarding an alleged data breach.  This case, how-
ever, is of little help in deciding whether notification is required.  The case was decided on a motion to dismiss and had little analysis.  
Essentially, a bank claimed that a company providing it with copiers should have told the bank that the copiers could store informa-
tion.  When the copiers were later discarded without first wiping the copiers’ memory, the bank sued the company providing the 
copiers, claiming the copier company should have notified the bank’s customers of the potential breach.  The court dismissed the 
case because the bank did not allege any facts even suggesting anyone had ever even attempted to access the copiers post disposal, 
much less access the information in their memory.  Thus, the court did not analyze whether the copier company should have reason-
ably believed the information was accessed.  Bank v. Ikon Office Solutions, Inc., No. 3:10–cv–1067 (WWE), 2011 WL 2633658 (D. Conn. 
July 5, 2011).


26	 See State v. Wilkins, 692 A.2d 1233, 1237 (Conn. 1997).  


27	 See id.; State v. Wilchinski, 700 A.2d 1, 10 (Conn. 1997) (explaining that a jury looks at all of the available evidence and circumstances 
to determine what a reasonable person should or would have done).  In at least one circumstance Connecticut courts have used a 
subjective-objective test to determine someone’s reasonable belief.  Specifically, in the context of self-defense, Connecticut courts 
determine a person’s reasonable belief (1) by looking at whether the defendant in fact believed his or her actions were proper and 
(2) by looking at whether his or her belief was reasonable “from the perspective of a person in the defendant’s circumstances.”  State 
v. Saunders, 838 A.2d 186 (Conn. 2004).  Under either standard, however, the reasonable person test will be at issue.
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�� Like in New Jersey, Connecticut has a safety-valve provision that nullifies the need for notification in certain situations.  
In Connecticut, even if an entity reasonably believes personal information was accessed, that entity does not have to 
notify people “if, after an appropriate investigation and consultation with relevant federal, state and local agencies 
responsible for law enforcement, the person reasonably determines that the breach will not likely result in harm to 
the individuals whose personal information has been acquired and accessed.”28  Importantly, an entity can only take 
advantage of this carve out if it consults with federal, state and local agencies about the breach.   An entity hoping to 
take advantage of this exemption should expect close questioning from law enforcement.  And an entity should also 
keep in mind that it could – depending on the circumstances and relevant jurisdiction’s law – be creating discoverable 
communications and documents during this process. 


An entity can also only take advantage of this provision if it determines “the breach will not likely result in harm” to the af-
fected individuals.  This standard is similar to New Jersey’s safety-valve standard that notification is not necessary if “misuse of 
the information is not reasonably possible.”  Connecticut’s standard, like New Jersey’s standard, requires the entity to make a 
judgment call based on the available information.  And, again, if a large amount of data is accessed, but there is no evidence 
that the bad actors actually acquired the data, there could be a good argument that harm is not likely to result. 


n n n


In sum, whether notification is necessary, is an inherently fact-intensive question that is often complex and will require the 
entity to weigh many considerations.  If a situation exists where the higher “acquire” standard is not met, then the analysis will 
turn on whether the lower threshold--or “access” standard-- is met.  As an entity decides whether to notify affected individu-
als, it must consider how regulators and potential plaintiffs could view their notification decision.  Regulators and plaintiffs 
will likely be inherently skeptical of an entity’s decision not to notify.  But if an entity notifies where no notification is necessary 
or required, the notification could cause unnecessary angst to those notified and generate meritless lawsuits.  Thus, although 
an entity may believe its safest course is to notify potentially affected individuals even if not required, there may be negative 
consequences from the decision.  Careful consideration is thus necessary.  


28	 Conn. Gen. Stat. § 36a-701b(b).  





